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SERIES OF SINGLE SERVER SYSTEMS WITH BATCH ARRIVALS

M. Georgieva

Abstract. In this paper we discuss a single server system
with batch arrival with Poisson distribution for the interarrival
time of the batches and exponential servicing time. The customers
which arrive during the servicing time of one customer in the
system, form another batch which-leaves the system. In that way
a new flow of customers is generated which is directed to another
single server system. Continuing this procedure, we can define a
series of single server systems. The main result of the paper is
formulated in the theorem below, where we determine the distri-
bution of the probabilities for the random variab%e Xnte = the
number of unserviced customers which leave the nt system, as
well as the first two moments and the variance.

It is studied in [1] the random variable Y - the size of the
batch generated during the servicing 6f one customer in the
systems M/G/1 and Mx/G/l. It is shown there that the distribution
of Y in M/M/1 is geometric with parameter p=1/(1l+p), where
p=A/u is the coefficient of the busy time of the system, while
in the case of batch arrival with geometric distribution
P(x=k}=qu'1, k=1,2,... for the size X of the batches, it is
obtained that

P{X=0} = 1/(1+p), p=r/u,
Kl = _P k-1 _
P{Y=k} = m'T%p[lT%p-] , k=1,2,...

When X has distribution P{X=k} = qu, k=0,1,..., it is
shown in [2] that

p{y=0} 1 = Ag

k. _1 o
w+ig 1+p1' 1

1 = _Ad . _up up k=1 _
P{y=k} = v u+)‘q[l uﬂq]

P4 . k-1
. P =
1%, 1+p1[1 1+p1] , k=1,2,...

In this paper, using the results from [1] and [2], we shall
propose a recurrent procedure in order to define a series of

single server systems with batch arrivals and exponentially
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distributed servicing time. We find here the distribution of the

size Xn+1 for the batches of customers which leave the nth

system, as well as the moments 2> SR Ex;+1 and the variance
DX

n+q+ IN both cases we show that the size of the batches has a

-+ modified geometric distribution. This gives us an idea to intro-

duce a recurrent procedure to generate flows with batch arrivals
in the following way:

In the system M,/M/1 with parameter i, for the input process
and parameter y for the servicing time, there are generated batc-
hes of customers which arrive during the servicing time of one
customer. Let us denote by X, the size of the first batch.

We define, now, a new system Mf/M/l with one canal where
batches- of size X arrive with a Poisson distribution with para-
meter ), for the arriving moments of the batches and an exponen-
tial servicing with parameter u. By X, we denote the random va-
riable which represents the number of the customers arriving in
this system during the servicing time of one customer.

In the third system Mf/M/l, the quasi-Poisson process has
parameter i, and size X, of the batches, and the servicing is the
same as before. This system leave batches of size X,, the
distribution of which is used to define the fourth system and
the random variable x“, and so on.

Generally, if X is the random variable - the number of
customer which arrive during the servicing time of one customer
in the system M§_1/M/1 with parameters An-s and y for the input
process and servicing time, respectively, then the following
system Mi/M/l has a gquasi-Poisson flow with parameter AL and the
size xn of the batches, n=1,2,... . In that way we generate a
series of quasi-Poisson flows where the distribution of Xn is a
modified geometric one. Let us prove, now, the following

Theorem. If An' n=0,1,2,... , is the parameter of the input
quasi-Poisson process in the nth system and y the parameter of

the exponential servicing, then:

a) for the distribution of the probabilities of Xn+1 - the

number of the unserviced customers in the nth system we have that
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pix 0} = 1+p°+p°p1+...+p°p1...pn_1 _ Ay i=0.1
n+1 1+p°+p°p1+...+p°p1...pn Py T reresse
PgPyeseP
o 1 n
P{X 447k} (T+p.+ F...F RLA
n PotpgP teeetogpyeeer)

1 ]k-1

< [1-
1+p°+p°p1+...+p°p1...pn

, k=1,2,...

b) the first two moments and the variance of )(n_,_1 are

n
EX = Moy,
n+1 i=o i
2 n
Exn+1 = iEopi(1+2p°+...+2pop1...on),
n
Dxn+1 = E pi(1+29°+...+2p°p1...pn_1+pop1---pn)

Y
o

Proof. For n=1, it is shown in [1] that the distribution of
X, and the moments and variance are
AO

Do = T, k=0,1,2,...

1

P{X1=k} = '1;6— ]k'
o

1
[1+TIE:

EX,=0,, EX7=p (2p +1), DX,=pg(po+l)

a) Let n=2; the generating function of X, is given by
Q. (z) = B(r,-2,Q,(2))

where Q, (2z) is the generating function of X,. After some trans-
formations over Q_(z) in order to bring its expression to an
appropriated form, we can get

X 1+p X,
P{X =0 B —— e P [ J—
1 1+o°:p°p,' 1 n
P
_ _ ot 4 _ 1 k-1 _

PIX =k} = (1T s sl TR HeoE, . k=1,2,...

Exz = PoP,

EXZ = 0,0,(2040,+20,+1)

DX, = o°p1(p°o1+20°+1)
If we denote by Qn(z) the generating function of the random

variable Xn, then



122

Q,(2) = 2

Qn+1

where B8(s) is the Laplace-Stiltjes transform of the exponential
distribution with parameter u.
Let us put
n
c, =1, ¢ =c_+ Nop
i=o
Then for the distribution of the probabilities of X 4+, We have
that

i

°n
P{X =0} =
nta cn+1
c -c
+ k-
PIX, =k} = L B 1 %70 ke1,2,..
c2 n+1
n+1
and for the generating function of-xn+1,

c. +(c_-1)z
Qn44(2) = 5 n+lcn 1Dz
n+1

n+1
Further we proceed by induction.

b) If we differentiate (*) necessary mumber of times and if
make use of the relations which exist between the differentiates
of the Laplace-Stiltjes transform, i.e. of the generating func-
tions of the distributions and the corresponding moments, we can
get the recurrent relations as follows

EXpea = PEXp
2 — 3 2 2
EX2, | = p EX2+202(EX )
— 2 2 2
DX, , = p EX2+02 (EX )

from where follow the expressions for the moments.

Observe that the distribution of the output process is of
the same type as the one of the input process which has genera-
ting function for the size of the batches equal to ¢, ,=pz/(1-gz),
and the parameter for the arrival time i ,=Aq.

(z) = B(A =20 (2)}, n=0,1,2,... (*)

we
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CEPUJA EIHOKAHAJIHH CHCTEMH CO T'PYNHO NPHCTHUTHYBABE
M. TI'eopruesa

Pesnme

Bo oBoj Tpyn ce nedéHHMpa, Ha PeKYpPEeHTEeH HauMH, CepHja on
egHOKaHaJIHM CHCTEMHM CO I'PYNHO NPHCTUCHYBawme Ha KJIMEHTHTE BO
MOMEHTH WMTO oO6pasyBaaT [[yaCOHOB NMOTOK H CO €KCNOHEeHUHjanmHo pac-
npenesieHo BpeMe Ha ob6cisiyxysame. [IpH npefrnocrabka Jeka pacnpenesn-
f6aTa Ha 6pOJOT Ha KJIHEHTH BO rpyna 3a BJIESHHOT NOTOK BO NPBHOT
CHMCTEM € reoMeTpHCKa, Ce Haola pacrnpegnenéara Ha BEepPOJjaTHOCTHTE
Ha ciydajHaTa NMPOMEHNHBa Xp4+1 — O6POJ HA KJMEHTH WTO ro HamywraaT
n-THOT cHcTeMm (n=1,2,...), NPBHTe OBa MOMEHTa Ha OBaa chaydajHa
NMPOMEHJIMBA KAKO M HeJj3MHaTa OHCIep3Hja.
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