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Abstract. Mathematical modeling is fundamental to the modern tren-

ds in the technological development, one of which is the Biomedical

Engineering. This paper depicts an application in the field of EEG pro-

cessing and analysis. Specifically, extraction (filtering) of event-related

wave from within the overwhelming EEG potentials, and evaluation of

a mathematical model of the cognitive process in humans supported by

experimentally obtained data. CNV morphology is acquired through an

experimental setup and subject’s electroexpectogram (EXG) is derived.

A suitable form of the Rescorla-Wagner model (basic for the classical

conditioning theory) is solved as a system of differential equations, and

one of the solutions is recognized to consistently match the EXG curve.

At last, physiological explanation is given followed by a conclusion re-

lated to the experimentally supported mathematical model.

1. INTRODUCTION

Brain potentials are divided into spontaneous and event-related. The

spontaneous result from the regular brain activity also known as the EEG

potentials. The event-related potentials (ERP) result from external brain

excitation (event) and can be divided into evoked and anticipatory. Evoked

potentials appear after the excitation as a reflex of the brain. Anticipatory

potentials appear before the corresponding event and represent an expec-

tation of the same and usually a motor preparation process for it in the

brain. The most prominent example of the expectation-related potential

is the contingent negative variation (CNV) potential. It is extracted from

subject’s EEG within the CNV experiment, originally proposed by Walter

et al. [1]
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The CNV experiment is based on the CNV paradigm which applies two

brain stimuli (S1 and S2, usually audio) to the subject and with constant

interstimulus interval (ISI). S1 is a warning stimulus and S2 is an imperative

stimulus that the subject has to react on. The subject’s reaction is applied

to the experiment to prevent subject’s concentration from lowering. The

procedure is repeated tens of times, during which an ERP produced in the

EEG trace between the stimuli shapes itself toward a specific CNV wave.

The ERP after 10-20 trials can clearly show both components - the evoked

(short) potential due to S1 as well as the anticipatory (late, expectancy)

potential together with the preparatory potential prior and due to S2.

The DCNV (Dynamic CNV) experiment is an extension of the CNV

experiment as defined above. The extension is actually a closed loop (bio-

feedback) which enables switching S2 ON/OFF due to fulfilling certain

conditions in the experiment’s environment, thus forcing a cyclic process of

building and degrading of the CNV wave. Subject is not informed about

the nature of both stimuli, so the expectation of appearance (or absence) of

S2 during the experiment completely corresponds to the learning process.

This allows modeling of the learning process.

The CNV wave (extracted ERP) can be qualified by one or combina-

tion of its parameters like amplitude, slope, etc. After the experiment, a

statistical curve of the qualifying parameter (one of the mentioned) or com-

bination is drawn across the trials. This statistical curve is denoted as the

electroexpectogram (EXG) [2] and directly presents the subject’s cognitive

capabilities. Typical EXG curve is presented in figure 4. Clinical trials are

expected to demonstrate distinctive differences in this statistics between

different categories like healthy persons and patients with some kinds of

neurological disturbances and different mental deteriorations.

As a conditioning paradigm, the DCNV completely corresponds to the

classical conditioning paradigm, which is easily determined by comparing

to its original example - Pavlov’s experiment with dogs [3]. Actually, the

only difference between the two experiments is the advantage of the DCNV

paradigm that enables more evidence about the classical conditioning par-

adigm, since it gives evidence of the expectation process in the brain, not

evident in Pavlov’s experiment.

Attempts had been made to produce a mathematical model for the learn-

ing process, like the Rescorla-Wagner one, which is considered as fundamen-

tal in the theory of classical conditioning. This paper describes an experi-

mental DCNV setup for producing a learning curve and tries to correlate

it with the Rescorla-Wagner model’s parameters.
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Figure 1: DCNV experiment the hardware configuration

2. The Experiment Setup

The experiment setup (given in figure 1) embraces the acquisition, signal

processing and analysis of an EEG and EOG (electrooculographic) traces

(latter used for validation of the EEG against artifacts) as well as reporting.

The hardware used in the experiment is consisted of a precise Low-Pass

amplifier for µV ranges, a Data-Acquisition (DAQ) card, a sound card for

stimuli application and a button with a TTL (Transistor-Transistor Logic)

interface.

The system acquires two differential analogue channels, the EEG and

the EOG. The excitation is audible, S1 being a short 0.5s (0.5 seconds)

1kHz warning beep and S2 being a longer (3.2s) 2kHz imperative beep. It

is essential that the subject is not aware neither of the nature nor of the

number of the stimuli. The acquisition lasts for 7s and is buffered and

hardware timed. S1 is issued in t = 1s into the acquisition, S2 is issued

in t = 3s if applied by the algorithm. During the experiment, the subject

learns about the number, nature and order of the stimuli, thus demonstrat-

ing the process of learning by shaping the ERP wave toward the expected

CNV. The subject has to react upon hearing S2 by pressing the button and

immediately interrupting it. This is a prevention from falling asleep and

lowering of concentration. The number of trials in the experiment is set to

maximum 100 successful (120 trials total). The gap between two successive

trials varies from 12-15s to avoid timing determinism. As mentioned in the

introduction, the criterion for ERP being a CNV can be defined in several

ways. It could be an ERP with amplitude at S2 above predefined threshold,
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or an ERP with slope of its linearized interval between S1 and S2 above pre-

defined threshold, or a combination of both. After three consecutive CNVs

detected, S2 is turned OFF and the subject learns to forget the imperative

stimulus thus lowering the value of the CNV-qualifying parameter. After

three consecutive NOT-CNVs (CNV not detected trials), S2 is turned ON

again, and so on. The EOG trace is used for automatic validation of the

EEG trace against artifacts defined as voltage sequences longer and higher

than preset thresholds. There is a second manual criterion applied, where

the operator can reject current EEG if artifacts are recognised visually. Re-

jection of such trials is necessary since the process of extraction of the ERP

uses a cumulative iterative FIR filter that averages the acquired signal by

ansamble, so every artifact that passes it will influent the extracted ERP

till the end of the experiment.

3. The Software and Signal Processing

The DCNV software [4] is engineered to support the experiment with the

Institute of Physiology, Medical Faculty, University Ss. Cyril and Method-

ius - Skopje. Following are the descriptions of its interface and functionality.

Main panel is given in figure 2.

The main panel shows the acquired EEG signal in the current trial, the

extracted CNV potential and its linearized model, as well as the required

measurements and calculated values. The green (third) vertical marker

on the CNV Morphology represents the reaction time of the subject. The

yellow LED in the upper left corner of the REJECT button is ON for

3s after the end of the current acquisition allowing the operator for that

period of time to reject it if significant artifacts are noticed on the EEG

strip. Patient Data is saved as a header in an ASCII data file. Options start

and stop the experiment. Maximum 120 trials can be performed (average

time duration limit of human patience as subject) but 100 successful are

required. Measured values are the absolute offset (ref0) and the reaction

time (Rt). Calculated values are the amplitudes of the CNV wave at S1

and S2 (A(S1) and A(S2)), having calculated the latencies of both stimuli,

as well as the difference of the maximum and the minimum of the CNV

signal in the ISI - the APP, the energy of the CNV wave in the ISI and the

slope of the same calculated from the linearized model. Gain relates to the

amplification, and c and d are parameters of the optimal cumulative filter

for CNV extraction. The optimal filter is defined as follows:

CNVi = c · CNVi−1 + d · EEGi (1)



ASSESSMENT OF THE RESCORLA-WAGNER MODEL ... 49

Figure 2: Main panel

or its explicite form:

CNVn =
n∑

i=1

ci−1 · d ·EEGn−i+1

CNV0 = 0

The stability of the filter is obviously achieved by keeping d < 1, and

d < c secures dominant influency of the current CNV accumulation in the

current CNV extraction.

Complete report is retrieved from an ASCII file containing all acquired,

processed and analyzed data. From the report figure 3 shows the complete

EEG history across all valid (not rejected) trials, the complete CNV wave

evolution during the experiment. Figure 4 provides the EXG curve as the

crucial result of the experiment.

The application is completely hardware-synchronized. The acquisition is

timed by the on-board clock of the acquisition card. The audio stimulation

performed through the sound card is based on WAV strings prepared in the

memory prior to the start of the experiment and triggered by the clock too.

The reaction time is measured by the on-board counter, started by a digital

output from the card issuing pulse at the same moment with the start of
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Figure 3: EEG history and CNV evolution

S2 and stopped by the user press or the time-out pulse applied again by

the same digital line.
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Figure 4: The EXG curve produced by the experiment

4. The Rescorla-Wagner Model

The Rescorla-Wagner model is the most influential theory of associa-

tive learning in the past 40 years. Based on precise basic assumptions [5]

and details [6], a simplified model [7] is proposed as system of differential

equations:

x′ = a (100 − x) + a (100− x − y)

y′ = a (100 − x − y)

with initial conditions x (0) = 0, y (0) = 0, where x = x (t) , y = y (t). For

visualization purpose the following modification is used instead:

x′ = a

b
(100− x) + a

b
(100− x − y + b)

y′ = a

b
(100− x − y + b)

(2)

with initial conditions x (0) = 0, y (0) = 0. The system (2) is solved with

the computer software Mathematica, and presented in figure 5, with the

following parameters: a = 0.65, b = 10. In this case lim
t→∞

x (t) = 100 and

lim
t→∞

y (t) = 10.

The mathematical solutions are compared against experimental data of

two subjects. The EXG curve is modified to be ploted in absolute values

with respect to the CNV qualification threshold (as preset in the application

experiment), by which the oscilatory component is removed and only the
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Figure 5: Solutions x (presented in a)) and y (presented in b)) for a = 0.25

and b = 10.

asymptotic convergence remains. The two experimentaly obtained curves

are given in figure 6.

As stated in the experiment setup above, the vector EEGi, i = 1, ..., n

is denoted as the i-th trial in the list of acquired sequences

EEGi = (EEGi (j) |j = 1, ..., 700) ,

where n is number of successful trials, and j is the sample index wihtin.

Similarly, CNVi denotes the vectors of processed acquisitions after appli-

cation of the filter (1) with parameters d = 0.1, c = 0.9 and CNV0 =

(0 |j = 1, ..., 700) . As elaborated, for the purpose of removal of the os-

cilatory component (induced by the feedback in the exp eriment) absolute
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Figure 6: EXG curves for 2 patients

values of the CNV qualifications around the threshold are presented with

|EEGi − threshold| = (|EEGi (j)− threshold| |j = 1, ..., 700) .

The modified EXG curves |EXGi − threshold| are ploted in figure 6. It is

obvious that they both match one of the mathematical solutions for which

a plausable physiological explanation can be given.

5. CNV paradigm a window to the cognitive functioning

Discovery of the CNV marks the birth of cognitive neuroscience. CNV

is ERP, presented with a large, slow, negativity that grew in amplitude

during the interval between S1 and S2, terminating abruptly with the sub-

ject’s key-press response. CNV is entirely endogenous, it is not related to

the characteristics of the stimuli themselves, but to the use that the sub-

ject makes of them (8). Hence CNV is task specific (9). Despite the debate

about the underlined functional neuroanatomical basis of CNV (10,11) it

is linked to cognitive functioning and behavior performance and possibly

several cognitive and sensory functions are involved during CNV genera-

tion like arousal, attention process, anticipation, preparration for reception

and action, planning, working memory, learning process, habituation. It

is shown that CNV differs in children and adults and these differences are

explained with the maturation processes going on during developmental

periods (12, 13). There are reports that CNV differs between patients with

epilepsy and controls (14). Cognitive impairment is not rare in patients

with epilepsy, due to different factors (the underlined pathology, side-effects
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from the pharmacotherapy, excessive cortical neuronal activity during ictal

and interictal periods). There are reports that CNV may serve as a marker

for disease progression and cognitive dysfunction in patients with multiple

sclerosis (15). There are results showing differences in CNV amplitude be-

tween migraine patients and controls and these findings were used to follow

the beta blockers treatment effects in migraine (16). CNV finds applica-

tion in psychiatry, as CNV differs from healthy controls in patients with

alcohol dependence syndrome, in patients with schizophrenia, with bibolar

disorder and other psychopathologies (17, 18).

6. Conclusion

One of the goals of the DCNV experiment setup is to create subject’s

electroexpectogram. The EXG curve represents a cognitive wave obtained

from the human brain showing the oscilatory change of the expectancy

status in the human brain during the DCNV paradigm. The EXG is a

manifestation of the expectation process and the learning process taking

place in the human brain during the DCNV paradigm. The DCNV resarch

software successfully performs the expected task and produces an excel-

lent report containing all the required information usefull for the statistical

research. Event-related potential negativity is interpreted as a represen-

tation of cortical excitability, facilitating the processing of sensory input,

while positivity is a manifestation of neuronal inhibition.The modified EXG

curve obtained by removing the oscillatory component during DCNV par-

adigm is related to the underlined cognitive processing and may be a rep-

resent of the physiologic CNS response to different tasks, different afferent

stimuli and different consequent efferent outputs and the physiologic ten-

dency for obtaining a basic homeostatic condition with balance in processes

of excitation and inhibition and a readiness for accepting new information

to be processed in continuation.
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