ON CONSTRUCTION OF A GLOBAL NUMERICAL SOLUTION FOR A SEMILINEAR SINGULARLY-PERTURBED REACTION-DIFFUSION BOUNDARY VALUE PROBLEM
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Abstract. A class of different schemes for finding the numerical solution of semilinear singularly-perturbed reaction-diffusion boundary-value problems was constructed. The stability of the difference schemes was proved, and the existence and uniqueness of a numerical solution were shown. After that, the uniform convergence with respect to a perturbation parameter $\varepsilon$ on a modified Shishkin mesh of order 2 has been proven. For such a discrete solution, a global solution based on a linear spline was constructed, also the error of this solution is in expected boundaries. Numerical experiments at the end of the paper, confirm the theoretical results. The global solutions based on a natural cubic spline, and the experiments with Liseikin, Shishkin and modified Bakhvalov meshes are included in the numerical experiments as well.

1. Introduction

We consider the semilinear boundary-value singularly-perturbed problem

$$\varepsilon^2 y'' - f(x, y) = 0, \quad x \in (0, 1), \quad y(0) = y(1) = 0, \quad (1.1a)$$

with the condition

$$\frac{\partial f(x, y)}{\partial y} := f_y \geq m > 0, \quad (1.1b)$$

where $\varepsilon$ is a small positive perturbation parameter, $m$ is a positive constant, $y$ is a real-valued function of $x \in [0, 1]$, and $f$ is a nonlinear function, $f(x, y) \in C^k([0, 1] \times \mathbb{R})$, $k \geq 2$. The problem (1.1a) under the condition (1.1b) has a unique solution, (see Lorenz [18]). It’s a well-known fact in theory that the exact solution to (1.1a)-(1.1b) has two exponential boundary layers, i.e. near the end points $x = 0$ and $x = 1$.

Differential equations like (1.1a) and similar occur in mathematical modeling of many problems in physics, chemistry, biology, engineering sciences, economics and even social sciences. Numerical solutions of singularly-perturbed boundary-value problems obtained by some classical methods are usually useless. That is because
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the exact solutions of the singularly-perturbed boundary-value problems depend on the perturbation parameter $\varepsilon$, but classical methods don’t take into account the influence of the perturbation parameter. The singularly-perturbed problems require specially developed numerical methods in order to obtain the accuracy, which is uniform with respect to the parameter $\varepsilon$. Numerical methods that act uniformly well for all the values of the singular perturbation parameter are called $\varepsilon$-uniformly convergent numerical methods.

Many authors have worked on the numerical solution of the problem (1.1a)–(1.1b) with different assumptions about the function $f$, as well as more general nonlinear problems. There were many constructed $\varepsilon$-uniformly convergent difference schemes of order 2 and higher (Herceg [2], Herceg, Surla and Rapajčić [3], Herceg and Miloradović [4], Herceg and Herceg [5], Kopteva and Linß [8], Kopteva and Stynes [9,10], Kopteva, Pickett and Purtill [11], Linß, Roos and Vulanović [13], Sun and Stynes [21], Stynes and Kopteva [22], Surla and Uzelac [23], Vulanović [24,25,26,27,29], etc.

In the paper [1], Boglaev introduced a new method for finding the numerical solution of the problem (1.1a)–(1.1b), using the representation of the exact problem to (1.1a)–(1.1b) via the Green function. In this paper we use this method to construct a new different scheme.

2. Theoretical background

The estimates of solution’s derivatives are a very important tool in the analysis of numerical methods considering the singularly-perturbed boundary-value problems. The construction of layer-adapted meshes is based on these estimates, also in the sequel they will be used in the analysis of the consistency. Bearing in mind the above, we state the following theorem about a decomposition of the solution $y$ to a layer component $s$ and a regular component $r$ and the appropriate estimates.

**Theorem 1.** [24] The solution $y$ to problem (1.1a)–(1.1b) can be represented in the following way:

$$y = r + s,$$

where for $j = 0,1,\ldots,k+2$ and $x \in [0,1]$ the following inequalities hold

$$|r^{(j)}(x)| \leq C,$$  \hspace{1cm} (2.1)

and

$$|s^{(j)}(x)| \leq C\varepsilon^{-j} \left(e^{-\frac{j}{2}\sqrt{m}} + e^{-\frac{1+j}{m}}\right).$$  \hspace{1cm} (2.2)

2.1. Layer-adapted mesh. It’s a well-known that the exact solution to problems like (1.1a)–(1.1b) changes rapidly near the end points $x = 0$ and $x = 1$. Many meshes have been constructed for finding the numerical solution of problems that have a layer or layers of an exponential type. In the present paper we shall use three different meshes. We will get these meshes $0 = x_0 < x_1 < \ldots < x_N = 1$, by using appropriate generating functions, i.e. $x_i = \psi(i/N)$. The generating function are constructed as follows.
Let \( N + 1 \) be the number of mesh points, \( q \in (0, 1/2) \) mesh parameter. Define the Shishkin mesh transition point by
\[
\lambda := \min \left\{ \frac{2\varepsilon \ln N}{\sqrt{m}}, \frac{1}{4} \right\}.
\]
(2.3)
The first mesh we will use in the sequel is a modified Shishkin mesh proposed by Vulanović [28]. The generating function for this mesh is
\[
\psi(t) = \begin{cases} 
4\lambda t, & t \in [0, 1/4], \\
p(t - 1/4)^3 + 4\lambda t, & t \in [1/4, 1/2], \\
1 - \psi(1 - t), & t \in [1/2, 1], 
\end{cases}
\]
(2.4)
where \( p \) is chosen so that \( \psi(1/2) = 1/2 \), i.e. \( p = 32(1 - 4\lambda) \). Note that \( \psi \in C^1[0, 1] \) with \( \|\psi\|\infty \leq C, \|\psi''\|\infty \leq C \). Therefore the mesh size \( h_i = x_{i+1} - x_i, i = 0, \ldots N - 1 \) satisfies (see [14])
\[
h_i = \int_{i/N}^{(i+1)/N} \psi'(t) \, dt \leq CN^{-1}, 
\]
(2.5)
\[
|h_{i+1} - h_i| = \left| \int_{i/N}^{(i+1)/N} \int_t^{t+1/N} \psi''(s) \, ds \right| \leq CN^{-2}.
\]
(2.6)
The second mesh is the Shishkin mesh [21]. The generating function for this mesh is
\[
\psi(t) = \begin{cases} 
4\lambda t, & t \in [0, 1/4] \\
\lambda + 2(1 - 2\lambda)(t - 1/4), & t \in [1/2, 1/4] \\
1 - \psi(1 - t), & t \in [1/2, 1], 
\end{cases}
\]
(2.7)
The third mesh is the modified Bakhvalov mesh also proposed by Vulanović [24]. The generating function for this mesh is
\[
\psi(t) = \begin{cases} 
\mu(t) := \frac{aq}{q - t}, & t \in [0, \alpha], \\
\mu(\alpha) + \mu'(\alpha)(t - \alpha), & t \in [\alpha, 1/2], \\
1 - \psi(1 - t), & t \in [1/2, 1], 
\end{cases}
\]
(2.8)
where \( a \) and \( q \) are constants, independent of \( \varepsilon \), such that \( q \in (0, 1/2), a \in (0, q/\varepsilon) \), and additionally \( a\sqrt{m} \geq 2 \). The parameter \( \alpha \) is the abscissa of the contact point of the tangent line from (1/2, 1/2) to \( \mu(t) \), and its value is
\[
\alpha = \frac{q - \sqrt{aq\varepsilon(1 - 2q + 2a\varepsilon)}}{1 + 2a\varepsilon}.
\]
The fourth mesh is proposed by Liseikin [15, 16], and we will use its modification from [17]. The generating function for this mesh is...
For the problem (1.1a)-(1.1b) the following scheme from Boglaev [1] will be used:

\[
\psi(t) = \begin{cases} 
\frac{c_1 \epsilon^k (1 - dt)^{-1/a} - 1}{\epsilon^k + d_1 \epsilon^k (1 + na)(t - 1/4)} & 0 \leq t \leq 1/4, \\
\frac{1}{2} d_1^2 \frac{1}{2} + 1 \epsilon^k (n-2)/(1+na)(t - 1/4)^2 + c_0(t-1/4)^3) & 1/4 \leq t \leq 1/2, \\
1 - \psi(1-t) & 1/2 \leq t \leq 1,
\end{cases}
\]

where \( d = (1 - \epsilon^k)/(1/4) \), \( \epsilon \) is a positive constant subject to \( \epsilon \geq m_1 > 0 \), and \( a = 1, c_0 > 0, n = 2, k = 1, c_0 = 0, \) and \( \frac{1}{c_1} = 2 \left[ \epsilon^k - (1 + na) - \epsilon^k \right] \) is chosen here.

3. Difference Scheme

We will consider an arbitrary mesh with mesh points

\[
0 = x_0 < x_1 < \ldots < x_N = 1,
\]

and let \( h_i = x_{i+1} - x_i, i = 0, 1, \ldots, N-1 \). In constructing a new difference scheme for the problem (1.1a)-(1.1b) the following scheme from Boglaev [1] will be used:

\[
\frac{\beta}{\sinh(\beta h_i)} y_{i-1} - \left( \frac{\beta}{\tanh(\beta h_{i-1})} + \frac{\beta}{\tanh(\beta h_i)} \right) y_i + \frac{\beta}{\sinh(\beta h_i)} y_{i+1} = \frac{1}{\epsilon^2} \left[ \int_{x_{i-1}}^{x_i} u_i^{II}(s, y) \, ds + \int_{x_i}^{x_{i+1}} u_i^{II}(s, y) \, ds \right],
\]

\( i = 1, 2, \ldots, N-1 \), \( y_0 = y_N = 0 \), where

\[
\psi(s, y) = f(s, y) - \gamma y, \quad \beta = \sqrt{\gamma \epsilon},
\]

and the functions \( u_i^I, u_i^{II} \) are the solutions of the boundary-value problems:

\[
\epsilon^2 u_i^I - \gamma u_i = 0 \text{ on } (x_i, x_{i+1}), \quad \epsilon^2 u_i^{II} - \gamma u_i = 0 \text{ on } (x_i, x_{i+1}),
\]

\( u_i(x_i) = 1, u_i(x_{i+1}) = 0, \quad \text{and} \quad u_i(x_i) = 0, u_i(x_{i+1}) = 1, \)

\( i = 0, 1, \ldots, N-1 \),

respectively.

We can’t calculate the integrals in (3.1) because we don’t know the exact solution \( y \) to the problem (1.1a)-(1.1b). The next step is to approximate the function \( \psi \) by a constant value. Approximations of the function \( \psi \) are:

\[
\psi_i^- = (1-t)\psi(x_{i-1}, y(x_{i-1})) + t\psi(x_i, y(x_i)), \quad x \in [x_{i-1}, x_i],
\]

\[
\psi_i^+ = t\psi(x_i, y(x_i)) + (1-t)\psi(x_{i+1}, y(x_{i+1})), \quad x \in [x_i, x_{i+1}], \quad t \in [0, 1].
\]
By using the approximations (3.3), (3.4) into (3.1), after calculating the integrals and some computing, and taking into account that

\[
\int_{x_i}^{x_{i+1}} u_i^l \, ds = \frac{\cosh(\beta h_i) - 1}{\beta \sinh(\beta h_i)} ,
\]

we get the difference scheme

\[
(1 - t) \cosh(\beta h_{i-1}) + t \left( \frac{\cosh(\beta h_i) + t}{\sinh(\beta h_i)} \right) (\bar{y}_{i-1} - \bar{y}_i) - \frac{(1 - t) \cosh(\beta h_i) + t}{\sinh(\beta h_i)} (\bar{y}_i - \bar{y}_{i+1})
\]

\[
- \frac{(1 - t) f_{i-1} + tf_i}{\gamma} \cdot \frac{\cosh(\beta h_{i-1}) - 1}{\sinh(\beta h_{i-1})} - \frac{tf_i + (1 - t) f_{i+1}}{\gamma} \cdot \frac{\cosh(\beta h_i) - 1}{\sinh(\beta h_i)} = 0 ,
\]

(3.5)

where \( i = 1, 2, \ldots, N - 1 \), \( f_k = f(x_k, \bar{y}_k) \), \( k \in \{ i - 1, i, i + 1 \} \), and \( t \in [0,1] \).

4. Stability

The difference scheme (3.5) generates a nonlinear system. A goal of this section is to show that this system has a unique solution. We are going to construct a discrete operator \( T \), and show that this operator is inverse-monotone as well, which implies that our numerical method is stable, and the numerical solution exists and it is unique.

Let us set the discrete operator

\[
Tu = (Tu_0, Tu_1, \ldots, Tu_N)^T ,
\]

(4.1)

where

\[
Tu_0 = - u_0 ,
\]

\[
Tu_i = \frac{\cosh(\beta h_{i-1}) - 1}{\sinh(\beta h_{i-1})} \gamma + \frac{\cosh(\beta h_i) - 1}{\sinh(\beta h_i)} \gamma \cdot \left\{ \frac{(1 - t) \cosh(\beta h_{i-1}) + t}{\sinh(\beta h_{i-1})} (\bar{y}_{i-1} - \bar{y}_i) - \frac{(1 - t) \cosh(\beta h_i) + t}{\sinh(\beta h_i)} (\bar{y}_i - \bar{y}_{i+1}) \right. 
\]

\[
- \frac{(1 - t) f_{i-1} + tf_i}{\gamma} \cdot \frac{\cosh(\beta h_{i-1}) - 1}{\sinh(\beta h_{i-1})} - \frac{tf_i + (1 - t) f_{i+1}}{\gamma} \cdot \frac{\cosh(\beta h_i) - 1}{\sinh(\beta h_i)} \left. \right\} = 0 ,
\]

(4.2)

\[
Tu_N = - u_N ,
\]

and \( f_k = f(x_k, u_k) \), \( k \in \{ i - 1, i, i + 1 \} \).

Obviously, it is true that

\[
\bar{T} \bar{y} = 0 ,
\]

(4.3)

where \( \bar{y} = (\bar{y}_0, \bar{y}_1, \ldots, \bar{y}_N)^T \) is the numerical solution of the problem (1.1a)-(1.1b), obtained by using the difference scheme (3.5). Now, we can state and prove the theorem of stability.
Theorem 2. The discrete problem (4.1)–(4.3) has a unique solution \( y \) for \( \gamma \geq f_y \). Moreover, for every \( v, w \in \mathbb{R}^{N+1} \) we have the following stability inequality

\[
\|v - w\| \leq C\|Tv - Tw\|. \tag{4.4}
\]

Proof. We use a well-known technique from [27] to prove the first statement of the theorem. The proof of existence and uniqueness of the solution of the discrete problem \( Ty = 0 \) is based on the proof of the relation: \( \|T' y\| \leq C \), where \( T' \) is the Fréchet derivative of \( T \). The Fréchet derivative \( H := T'(y) \) is a tridiagonal matrix. Let \( H = [h_{ij}] \). The non-zero elements of this tridiagonal matrix are

\[
h_{1,1} = h_{N+1,N+1} = -1 < 0,
\]

\[
h_{i,i-1} = \Lambda \cdot \left[ \frac{(1 - t) \cosh(\beta h_{i-1}) + t}{\sinh(\beta h_{i-1})} - \frac{\partial f}{\partial y_1} \frac{(1 - t)(\cosh(\beta h_{i-1}) - 1)}{\sinh(\beta h_{i-1})} \right],
\]

\[
h_{i,i+1} = \Lambda \cdot \left[ \frac{(1 - t) \cosh(\beta h_i) + t}{\sinh(\beta h_i)} - \frac{\partial f}{\partial y_1} \frac{(1 - t)(\cosh(\beta h_i) - 1)}{\sinh(\beta h_i)} \right],
\]

\[
h_{i,i} = -\Lambda \cdot \left[ \frac{(1 - t) \cosh(\beta h_{i-1}) + t}{\sinh(\beta h_{i-1})} + \frac{(1 - t) \cosh(\beta h_i) + t}{\sinh(\beta h_i)} \right] + \frac{\partial f}{\partial y_1} \frac{\cosh(\beta h_{i-1}) - 1}{\sinh(\beta h_{i-1})} + \frac{\partial f}{\partial y_1} \frac{\cosh(\beta h_i) - 1}{\sinh(\beta h_i)} \right], \quad i = 2, \ldots, N, \tag{4.5}
\]

where \( \Lambda = \frac{\gamma}{\cosh(\beta h_{i-1}) - 1} + \frac{\cosh(\beta h_i) - 1}{\sinh(\beta h_i)} \). From (4.5), it’s obvious that

\[
h_{i,i-1} > 0, \quad h_{i,i+1} > 0, \quad h_{i,i} < 0,
\]

and

\[|h_{i,i} - |h_{i,i-1}| - |h_{i,i+1}| \geq m,\]

so we can conclude that \( H \) is an \( M \)-matrix, and finally we obtain

\[
\|H^{-1}\| \leq \frac{1}{m}. \tag{4.6}
\]

Using Hadamard’s theorem ([19, p 137]) we get that \( T \) is a homeomorphism. Since clearly \( \mathbb{R}^{N+1} \) is non-empty and 0 is the only image of the mapping \( T \), we have that (4.3) has a unique solution.

The proof of second statement of the Theorem 4.4 is based on a part of the proof of Theorem 3 from [2]. The following is true \( Tv - Tw = (T' \xi)^{-1} (v - w) \) for some \( \xi = (\xi_0, \xi_1, \ldots, \xi_N)^T \in \mathbb{R}^{N+1} \). Therefore \( v - w = (T' \xi)^{-1} (Tv - Tw) \) and finally due to inequality (4.6) we have that

\[
\|v - w\| = \|(T' \xi)^{-1} (Tv - Tw)\| \leq \frac{1}{m} \|Tv - Tw\|.
\]

\[\square\]
5. Uniform convergence

The difference scheme (3.5) can be written in the following form

\[
(1 - t) \left[ \frac{\cosh(\beta h_{i-1}) - 1}{\sinh(\beta h_{i-1})} (y_{i-1} - y_i) - \frac{\cosh(\beta h_i) - 1}{\sinh(\beta h_i)} (y_i - y_{i+1}) \right]
+ \frac{y_{i-1} - y_i}{\sinh(\beta h_{i-1})} - \frac{y_i - y_{i+1}}{\sinh(\beta h_i)}
- \frac{(1 - t) f_{i-1} + tf_i}{\gamma} \cdot \left[ \frac{\cosh(\beta h_{i-1}) - 1}{\sinh(\beta h_{i-1})} - \frac{\cosh(\beta h_i) - 1}{\sinh(\beta h_i)} \right] = 0,
\]

\[
(5.1)
i = 1, \ldots, N - 1.
\]

In order to prove the Theorem of convergence, we need three estimates given in the next lemmas.

**Lemma 1.** Assume that \(\varepsilon \leq \frac{C}{N}\). In the part of the modified Shishkin mesh from Section 2.1 when \(x_i, x_{i+1} \in [x_{N/4-1}, \lambda] \cup [\lambda, 1/2]\), we have the following estimate \((i = N/4, \ldots, N/2 - 1)\)

\[
\left| \frac{\cosh(\beta h_{i-1}) - 1}{\sinh(\beta h_{i-1})} (y(x_{i-1}) - y(x_i)) - \frac{\cosh(\beta h_i) - 1}{\sinh(\beta h_i)} (y(x_i) - y(x_{i+1})) \right| \leq \frac{C}{N^2}.
\]

**Lemma 2.** Assume that \(\varepsilon \leq \frac{C}{N}\). In the part of the modified Shishkin mesh from Section 2.1 when \(x_i, x_{i+1} \in [x_{N/4-1}, \lambda] \cup [\lambda, 1/2]\), we have the following estimate \((i = N/4, \ldots, N/2 - 1)\)

\[
\left| \frac{y(x_{i-1}) - y(x_i)}{\sinh(\beta h_{i-1})} - \frac{y(x_i) - y(x_{i+1})}{\sinh(\beta h_i)} \right| \leq \frac{C}{N^2}, \ i = N/4, \ldots, N/2 - 1.
\]

**Lemma 3.** Assume that \(\varepsilon \leq \frac{C}{N}\). In the part of the modified Shishkin mesh from Section 2.1 when \(x_i, x_{i+1} \in [x_{N/4-1}, \lambda] \cup [\lambda, 1/2]\), we have the following estimate

\[
\frac{\gamma}{\cosh(\beta h_{i-1}) - 1} \left( \frac{(1 - t) f(x_{i-1}, y(x_{i-1})) + tf(x_i, y(x_i))}{\gamma} \right) - \frac{tf(x_i, y(x_i)) + (1 - t) f(x_{i+1}, y(x_{i+1}))}{\gamma} \cdot \frac{\cosh(\beta h_i) - 1}{\sinh(\beta h_i)} \leq \frac{C}{N^2}, \ i = N/4, \ldots, N/2 - 1.
\]

**Proof.** Taking into consideration the assumption \(\varepsilon \leq \frac{C}{N}\), the equality \(\varepsilon^2 y''(x_i) = f(x_i, y(x_i))\), and the Theorem of decomposition, we obtain

\[
\left| \frac{y(x_{i-1}) - y(x_i)}{\sinh(\beta h_{i-1})} - \frac{y(x_i) - y(x_{i+1})}{\sinh(\beta h_i)} \right| \leq \frac{C}{N^2}, \ i = N/4, \ldots, N/2 - 1.
\]
\[ \leq |(1-t)f(x_{i-1}, y(x_{i-1}')) + 2tf(x_i, y(x_i)) + (1-t)f(x_{i+1}, y(x_{i+1}))| \]
\[ \leq \varepsilon^2 [(1-t) |r''(x_{i-1})| + |s''(x_{i-1})| + 2t (|s''(x_i)| + |r''(x_i)|) + (1-t) (|s''(x_{i+1})| + |r''(x_{i+1})|)] \]
\[ \leq C_1 \varepsilon^2 \left[ (1-t) \left( 2 + \frac{e^{-\frac{x_{i-1}}{\varepsilon^2}}}{\varepsilon^2} + \frac{\frac{x_{i+1}}{\varepsilon}}{\varepsilon^2} \right) + 2t \left( 1 + \frac{e^{-\frac{x_{i+1}}{\varepsilon^2}}}{\varepsilon^2} \right) \right] \]
\[ \leq C \left( \varepsilon^2 + \frac{1}{N^2} \right), \ i = N/4, \ldots, N/2 + 1. \quad (5.3) \]

**Theorem 3.** The discrete problem \([4.1]-[4.3]\) on the modified Shishkin mesh \([2.4]\) from Section \([2.1]\) is uniformly convergent with respect to \(\varepsilon\) and

\[ \max_i |y(x_i) - \bar{y}_i| \leq C \begin{cases} \frac{(\ln N)^2}{N^2}, & i = 0, \ldots, N/4 - 1, \\ 1/N^2, & i = N/4, \ldots, 3N/4, \\ \frac{(\ln N)^2}{N^2}, & i = 3N/4 + 1, \ldots, N, \end{cases} \]

where \(y(x_i)\) is the value of the exact solution, \(\bar{y}_i\) is the value of the numerical solution of the problem \([1.1a]-[1.1b]\) in the mesh point \(x_i\), respectively, and \(C > 0\) is a constant independent of \(N\) and \(\varepsilon\).

**Proof.**

**Case 0 \leq i < N/4 - 1.** Here \(h_{i-1} = h_i\) and \(h_i = O(\varepsilon \ln N/N)\), thus we have

\[ (Ty)_i = \frac{\gamma}{\cosh(\beta h_{i-1}) - 1} \left[ \frac{(1-t) \cosh(\beta h_{i-1})}{\sinh(\beta h_{i-1})} + \frac{t}{\sinh(\beta h_{i})} \right] y(x_{i-1}) - y(x_i) \]
\[ - \frac{(1-t) \cosh(\beta h_i)}{\sinh(\beta h_i)} y(x_i) + t f(x_i, y(x_i)) \]
\[ - \frac{(1-t) f(x_{i-1}, y(x_{i-1})) + tf(x_i, y(x_i))}{\gamma} \]
\[ - \frac{\cosh(\beta h_{i-1}) - 1}{\sinh(\beta h_{i-1})} \]
\[ = \frac{\gamma}{2(\cosh(\beta h_i) - 1)} \left( t \left[ y(x_{i-1}) - 2y(x_i) + y(x_{i+1}) \right] \right. \]
\[ - \frac{2f(x_i, y(x_i))}{\gamma} (\cosh(\beta h_i) - 1) \]
\[ + (1-t) [\cosh(\beta h_i) (y(x_{i-1}) - 2y(x_i) + y(x_{i+1})) \right) \]
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\[ -f(x_{i-1}, y(x_{i-1})) + f(x_{i+1}, y(x_{i+1})) \cdot (\cosh(\beta h_i) - 1) \right\] 
\[ = \frac{\gamma}{2(\cosh(\beta h_i) - 1)} \left\{ t \left[ y(x_{i-1}) - 2y(x_i) + y(x_{i+1}) - \frac{2\varepsilon^2 y''(x_i)}{\gamma} (\cosh(\beta h_i) - 1) \right] 
+ (1 - t) [\cosh(\beta h_i) (y(x_{i-1}) - 2y(x_i) + y(x_{i+1})) 
- \varepsilon^2 y''(x_{i-1}) + y''(x_{i+1}) \cdot (\cosh(\beta h_i) - 1) \right\}. \]

Using Taylor’s expansions

\[ y(x_{i-1}) - 2y(x_i) + y(x_{i+1}) = y''(x_i) h_i^2 + \frac{y^{(iv)}(\xi^-) + y^{(iv)}(\xi^+)}{24} h_i^4, \]

\[ y''(x_{i-1}) + y''(x_{i+1}) = 2y''(x_i) + \frac{y^{(iv)}(\eta^-) + y^{(iv)}(\eta^+)}{2} h_i^2, \]

\[ \cosh(\beta h_i) = 1 + \frac{\beta^2 h_i^2}{2} + O(\beta^4 h_i^4), \]

\( \xi^- \in (x_{i-1}, x_i), \xi^+ \in (x_i, x_{i+1}), \eta^- \in (x_{i-1}, x_i), \eta^+ \in (x_i, x_{i+1}), \) we get

\[ (Ty)_i = \frac{\gamma \cdot t}{\beta^2 h_i^2 + 2O(\beta^4 h_i^4)} \left[ y''(x_i) h_i^2 + \frac{y^{(iv)}(\xi^-) + y^{(iv)}(\xi^+)}{24} h_i^4 
- \frac{2\varepsilon^2 y''(x_i)}{\gamma} \left( \frac{\beta^2 h_i^2}{2} + O(\beta^4 h_i^4) \right) \right] 
+ \frac{\gamma \cdot (1 - t)}{\beta^2 h_i^2 + 2O(\beta^4 h_i^4)} \left[ \left( y''(x_i) h_i^2 + \frac{y^{(iv)}(\xi^-) + y^{(iv)}(\xi^+)}{24} h_i^4 \right) 
\cdot \left( 1 + \frac{\beta^2 h_i^2}{2} + O(\beta^4 h_i^4) \right) \right] 
- \frac{\varepsilon^2 y''(x_i)}{\gamma} + \frac{y^{(iv)}(\eta^-) + y^{(iv)}(\eta^+)}{2} \left( \frac{\beta^2 h_i^2}{2} + O(\beta^4 h_i^4) \right) \right] 
= \frac{\gamma \cdot t}{\beta^2 h_i^2 + 2O(\beta^4 h_i^4)} \left[ \frac{y^{(iv)}(\xi^-) + y^{(iv)}(\xi^+)}{24} h_i^4 - \frac{2\varepsilon^2 y''(x_i)}{\gamma} O(\beta^4 h_i^4) \right] 
+ \frac{\gamma \cdot (1 - t)}{\beta^2 h_i^2 + 2O(\beta^4 h_i^4)} \left[ \frac{y^{(iv)}(\xi^-) + y^{(iv)}(\xi^+)}{24} h_i^4 
+ \left( \frac{\beta^2 h_i^2}{2} + O(\beta^4 h_i^4) \right) \left( y''(x_i) h_i^2 + \frac{y^{(iv)}(\xi^-) + y^{(iv)}(\xi^+)}{24} h_i^4 \right) 
- \frac{2\varepsilon^2 y''(x_i)}{\gamma} \cdot O(\beta^4 h_i^4) \right] 
+ \frac{\varepsilon^2 y^{(iv)}(\eta^-) + y^{(iv)}(\eta^+)}{2\gamma} \left( \frac{\beta^2 h_i^2}{2} + O(\beta^4 h_i^4) \right) \right], \] (5.4)
and finally
\[ |(Ty)_i| \leq \left( C \ln^2 N \right) / N^2, \quad i = 0, 1, \ldots, N/4 - 1. \quad (5.5) \]

**Case** \( N/4 \leq i < N/2 \). Due to (5.1) we have the next inequality
\[
| (Ty)_i | \leq \frac{\gamma}{\sinh(\beta h_{i-1})} \cdot \left[ (1-t) \left| \frac{\cosh(\beta h_{i-1}) - 1}{\sinh(\beta h_{i-1})} (y(x_{i-1}) - y(x_i)) \right| \right.
\]
\[
+ \left| \frac{y(x_{i-1}) - y(x_i)}{\sinh(\beta h_{i-1})} - \frac{y(x_i) - y(x_{i+1})}{\sinh(\beta h_i)} \right| \right.
\]
\[
+ \left| \frac{(1-t) f(x_{i-1}, y(x_{i-1})) + tf(x_i, y(x_i))}{\gamma} \cdot \frac{\cosh(\beta h_{i-1}) - 1}{\sinh(\beta h_{i-1})} \right|
\]
\[
+ \left| \frac{tf(x_i, y(x_i)) + (1-t) f(x_{i+1}, y(x_{i+1}))}{\gamma} \cdot \frac{\cosh(\beta h_i) - 1}{\sinh(\beta h_i)} \right| \left. \right],
\]
and according to Lemma 1, Lemma 2, and Lemma 3 we obtain
\[ |(Ty)_i| \leq C / N^2, \quad i = N/4, \ldots, N/2 - 1. \quad (5.6) \]

**Case** \( i = N/2 \). This case is trivial, because \( h_{N/4-1} = h_{N/4} \) and the influence of the layer components is negligible.

Collecting (5.5), (5.6) and taking into account Case \( i = N/2 \), we have proven the theorem.

\[ \square \]

6. **Global solution**

In the paper [7] a global numerical solution was constructed, using a spline in tension, and the authors proved the uniform convergence of order 1 for this solution on the modified Shishkin mesh generated by (2.4). After that, they repaired the global numerical solution on \([\lambda, 1-\lambda] \) and achieved the uniform convergence of order 2. That repaired global solution is composed of exponential and linear functions. In the sequel we avoid exponential functions and give a global numerical solution composed by linear functions. We will also include a global solution obtained by using a natural cubic spline in the numerical experiments, because this spline is the lowest degree spline with a continuous second derivative.
Linear spline. Let the global numerical solution to the problem (1.1a)-(1.1b) has the form

\[ P(x) = \begin{cases} 
  p_1(x), & x \in [x_0, x_1], \\
  p_2(x), & x \in [x_1, x_2], \\
  \vdots & \\
  p_i(x), & x \in [x_{i-1}, x_i], \\
  \vdots & \\
  p_N(x), & x \in [x_{N-1}, x_N], 
\end{cases} \] (6.1)

where

\[ p_i(x) = \begin{cases} 
  \frac{y_i - y_{i-1}}{x_i - x_{i-1}} (x - x_{i-1}) + y_{i-1}, & x \in [x_{i-1}, x_i], \\
  0, & x \notin [x_{i-1}, x_i], 
\end{cases} \] (6.2)

and \( i = 1, 2, \ldots, N \).

**Theorem 4.** The following estimate of the error holds

\[ \max_{x \in [0, 1]} |y(x) - \overline{P}(x)| \leq (C \ln^2 N) / N^2, \] (6.3)

where \( y \) is the exact solution to the problem (1.1a)-(1.1b) and \( \overline{P} \) is the global numerical solution (6.1).

**Proof.** We divide this proof in three parts, \([0, \lambda], [\lambda, x_{N/4+1}]\) and \([x_{N/4+1}, 1/2] \). The proof is analogous on \([1/2, 1]\). The proof is based on the inequality \(|\|P - y\|_\infty \leq \| P - \overline{P} \|_\infty + \| \overline{P} - y \|_\infty |\), and a theorem on the interpolation error and its corollaries. For our purpose we use [12, Example 8.12]. By \( P \) we designate a piecewise polynomial obtained in the same way like \( \overline{P} \), but \( P \) passes trough the points with the coordinates \((x_{i-1}, y(x_{i-1})), (x_i, y(x_i))\), \( i = 1, 2, \ldots, N \); instead of \((x_{i-1}, y_{i-1}), (x_i, y_{i+1})\), \( i = 1, 2, \ldots, N \),

\[ P(x) = \begin{cases} 
  p_1(x), & x \in [x_0, x_1], \\
  p_2(x), & x \in [x_1, x_2], \\
  \vdots & \\
  p_i(x), & x \in [x_{i-1}, x_i], \\
  \vdots & \\
  p_N(x), & x \in [x_{N-1}, x_N], 
\end{cases} \] (6.4)

where

\[ p_i(x) = \begin{cases} 
  \frac{y_i - y_{i-1}}{x_i - x_{i-1}} (x - x_{i-1}) + y_{i-1}, & x \in [x_{i-1}, x_i], \\
  0, & x \notin [x_{i-1}, x_i], 
\end{cases} \] (6.5)

and \( i = 1, 2, \ldots, N \).
Taking into account the constructions \([6.1], [6.4]\) and Theorem \([3]\) the following is true
\[
\|P - \mathcal{P}\|_{\infty} \leq (C \ln^2 N) / N^2, \quad x \in [0, 1].
\] (6.6)

The first part is on the subinterval \([0, \lambda]\), this one corresponds with the mesh when \(i = 1, 2, \ldots, N/4\). Here, the mesh is equidistant i.e. \(h_{i-1} = h_i\), and \(h_i = \mathcal{O}(\varepsilon \ln N/N)\). Using Theorem \([1]\) [12] Example 8.12], \(h_i = \mathcal{O}(\varepsilon \ln N/N)\) we have that
\[
\|y(x) - p_i(x)\| \leq \frac{h_i^2}{8} \max_{\xi \in [x_{i-1}, x_i]} |y''(\xi)| \leq C_1 \frac{\varepsilon^2 \ln^2 N}{N^2} \max_{\xi \in [x_{i-1}, x_i]} |s''(\xi) + r''(\xi)|
\]
\[
\leq C_2 \frac{\varepsilon^2 \ln^2 N}{N^2} \max_{\xi \in [x_{i-1}, x_i]} \left| \varepsilon - 2 \left( e^{-\frac{r}{\varepsilon} \sqrt{m}} + e^{-\frac{r_{i-1}}{\varepsilon} \sqrt{m}} \right) + r''(\xi) \right|
\]
\[
\leq C_2 \frac{\varepsilon^2 \ln^2 N}{N^2} (\varepsilon^{-2} + C_3) \leq \frac{C \ln^2 N}{N^2}, \quad i = 1, 2, \ldots, N/4.
\] (6.7)

The remaining part of the proof, i.e. for \(x \in [\lambda, x_{N/4+1}] \cup [x_{N/4+1}, 1/2]\) which corresponds with the mesh for \(i = N/4, N/4 + 1, \ldots, N/2\), is constructed as in \([7]\).

For \(i = N/4 + 1, \ldots, N/2\), the mesh isn’t equidistant but holds \(h_i = \mathcal{O}(1/N)\). According to the Theorem \([1]\) to the Theorem \([3]\) [12] Example and the features of the mesh we obtain
\[
\|y(x) - p_i(x)\| \leq \frac{h_i^2}{8} \max_{\xi \in [x_{N/4+1}, 1/2]} |y''(\xi)| \leq \frac{C}{N^2}.
\] (6.8)

On \([\lambda, x_{N/4} + 1]\), according to the Theorem \([1]\) we obtain
\[
y - p_i(x) = y - \frac{y_{i-1} - y_{i-1}}{x_i - x_{i-1}} (x - x_{i-1}) + y_{i-1}
\]
\[
= s - \frac{s_i - s_{i-1}}{x_i - x_{i-1}} (x - x_{i-1}) + s_i - \frac{r_i - r_{i-1}}{x_i - x_{i-1}} (x - x_{i-1}) + r_{i-1}.
\]

For the layer component \(s\), based on the estimate \([2.2]\), we have
\[
\left| s - \frac{s_i - s_{i-1}}{x_i - x_{i-1}} (x - x_{i-1}) + s_i \right| \leq |s| + |s_{i+1} - s_i| + |s_i|
\]
\[
\leq C_1 \left( e^{-\frac{x_{i-1}}{r \sqrt{m}}} + e^{-\frac{x_i - x_{i-1}}{r \sqrt{m}}} \right) \leq \frac{C}{N^2}. \quad (6.9)
\]

For the regular component \(r\), we apply again the estimate from \([12]\) Example 8.12], the estimate \([2.1]\), and we obtain
\[
\left| r - \frac{r_i - r_{i-1}}{x_i - x_{i-1}} (x - x_{i-1}) + r_{i-1} \right| \leq \frac{h_i^2}{8} \max_{\xi \in [x_{i-1}, x_i]} |r''(\xi)| \leq \frac{C}{N^2}. \quad (6.10)
\]

Now, collecting \([6.6], [6.7], [6.8], [6.9] \) and \([6.10]\), the statement of the theorem is therefore proven. \(\square\)
Cubic spline. In the numerical experiments we will use a natural cubic spline as a global solution. We construct it in the way as follows: design the natural cubic spline by

$$C_i(x) = C_i(x), \quad x \in [x_i, x_{i+1}], \quad i = 0, 1, \ldots, N - 1,$$

(6.11)

where $C_i$ are the cubic functions

$$C_i(x) = \frac{(x-x_i)^3}{6h_{i+1}} + \frac{(x-x_i)^3}{6h_{i+1}} + \left(\frac{y_{i+1} - y_i}{h_{i+1}} - \frac{h_{i+1}}{6}(M_{i+1} - M_i)\right)(x-x_i) + \frac{h_i}{6} M_i^2 - \frac{y_i - y_{i-1}}{h_i}, \quad i = 1, \ldots, N - 1,$$

(6.12)

the moments $M_i := C''_i(x_i), \quad i = 1, N - 1$ are obtained from the system

$$\frac{h_i}{6} M_{i-1} + \frac{h_i + h_{i+1}}{6} M_i + \frac{h_i + h_{i+1}}{6} M_{i+1} = \frac{y_{i+1} - y_i}{h_i} - \frac{y_i - y_{i-1}}{h_i}, \quad i = 1, \ldots, N - 1,$$

(6.13)

and $M_0 := C''_0(x_0) = 0, \quad M_N := C''_N(x_N) = 0$.

7. Numerical experiments

In this section we conduct numerical experiments in order to confirm the theoretical results, i.e. to confirm the accuracy of the different scheme (3.5) on the meshes (2.7), (2.4), (2.8) and (2.9).

Example 1: We consider the following boundary value problem

$$\varepsilon^2 y'' = y + \cos^2 \pi x + 2\varepsilon^2 \pi^2 \cos^2 \pi x \quad \text{on} \quad (0, 1),$$

$$y(0) = y(1) = 0.$$

(7.1)

The exact solution of this problem is

$$y(x) = \frac{e^{-\frac{x}{\varepsilon}} + e^{-\frac{(1-x)}{\varepsilon}}}{1 + e^{-\frac{x}{\varepsilon}}} - \cos^2 \pi x.$$

The nonlinear system was solved using the initial condition $y_0 = -0.5$ and the value of the constant $\gamma = 1$. Because of the fact that the exact solution is known, we compute the error $E_N$ and the rate of convergence Ord in the usual way

$$E_N = \|y - \overline{y}^N\|_\infty, \quad \text{Ord} = \frac{\ln E_N - \ln E_{2N}}{\ln(2k/(k + 1))}, \text{(Shishkin)},$$

$$\text{Ord} = \frac{\ln E_N - \ln E_{2N}}{\ln 2}, \text{(Bakhvalov, Liseikin)}$$

where $N = 2^k, \quad k = 4, 5, \ldots, 12$, and $y$ is the exact solution of the problem (1.1a)–(1). While $\overline{y}^N$ is an appropriate numerical solution of (1.1). The graphics of the numerical and exact solutions, for various values of the parameter $\varepsilon$ are on Figure 1 (left), while fragments of these solutions are on Figure 1 (right). The values of $E_N$ and Ord are in Tables 1. The graphics of the exact and global solution obtained by using a linear spline, and the corresponding error are shown on Figure 2 while the graphics of the exact and global solution obtained by using a natural cubic spline, and the corresponding error are shown on Figure 3.
Figure 1. Exact and numerical solutions (left), layer near $x = 0$ (right)

Figure 2. Exact, discrete and global numerical solutions (left up), error (right up-$N = 16$, left down-$N = 32$, right down-$N = 64$)
<table>
<thead>
<tr>
<th>( N )</th>
<th>( E_N )</th>
<th>Ord</th>
<th>( E_N )</th>
<th>Ord</th>
<th>( E_N )</th>
<th>Ord</th>
<th>( E_N )</th>
<th>Ord</th>
<th>( E_N )</th>
<th>Ord</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 2^4 )</td>
<td>1.015e-1</td>
<td>2.08</td>
<td>1.278e-1</td>
<td>2.65</td>
<td>1.278e-1</td>
<td>2.65</td>
<td>1.278e-1</td>
<td>2.65</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 2^5 )</td>
<td>3.811e-2</td>
<td>2.83</td>
<td>3.570e-2</td>
<td>2.64</td>
<td>5.000e-2</td>
<td>2.64</td>
<td>5.000e-2</td>
<td>2.64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 2^6 )</td>
<td>8.556e-3</td>
<td>2.87</td>
<td>9.156e-3</td>
<td>2.26</td>
<td>9.156e-3</td>
<td>2.26</td>
<td>9.156e-3</td>
<td>2.26</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 2^7 )</td>
<td>1.000e3</td>
<td>2.74</td>
<td>2.803e3</td>
<td>1.99</td>
<td>2.803e3</td>
<td>1.99</td>
<td>2.803e3</td>
<td>1.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 2^8 )</td>
<td>4.099e4</td>
<td>2.61</td>
<td>9.196e4</td>
<td>2.00</td>
<td>9.196e4</td>
<td>2.00</td>
<td>9.196e4</td>
<td>2.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 2^9 )</td>
<td>9.804e5</td>
<td>2.52</td>
<td>2.916e5</td>
<td>2.00</td>
<td>2.916e5</td>
<td>2.00</td>
<td>2.916e5</td>
<td>2.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 2^{10} )</td>
<td>2.069e6</td>
<td>2.42</td>
<td>8.090e6</td>
<td>2.00</td>
<td>8.090e6</td>
<td>2.00</td>
<td>8.090e6</td>
<td>2.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 2^{11} )</td>
<td>4.851e6</td>
<td>2.33</td>
<td>2.719e5</td>
<td>2.00</td>
<td>2.719e5</td>
<td>2.00</td>
<td>2.719e5</td>
<td>2.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 2^{12} )</td>
<td>1.809e6</td>
<td>2.29</td>
<td>3.500e5</td>
<td>2.00</td>
<td>3.500e5</td>
<td>2.00</td>
<td>3.500e5</td>
<td>2.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 1.** Values of \( E_N \) and Ord
8. Conclusion

In the present paper we constructed a numerical solution for the one-dimensional singularly-perturbed reaction-diffusion boundary-value problem. The class of different schemes was constructed, and we proved the existence and uniqueness of the discrete numerical solution. After that, we proved $\varepsilon$-uniformly convergence of the constructed class of different schemes on the modified Shishkin mesh of order $2$. A global numerical solution was constructed based on a linear spline and proved that the order of the error value is $O(\ln^2 N/N^2)$. The numerical experiments at the end of the paper confirm the theoretical results. The results obtained by using a global numerical solution based on a natural cubic spline and the Shishkin, the modified Bakhvalov and last but not least the Liseikin mesh are included in the numerical experiments. Although, the theoretical analysis for these meshes wasn’t done, the results suggest that the order of convergence is 2 for all of them. Especially, good results have been achieved by using the Liseikin mesh.
Acknowledgement. Thanks are due to the referee for her/his hard work on the review process.

References


Šabana Zahirovića 6, 75 000 Tuzla
University of Tuzla,
Faculty of Sciences and Mathematics,
Univerzitetska 4, 75 000 Tuzla
Bosnia and Herzegovina
Email address: samir.karasuljic@untz.ba

Trepče 6, Tešanj
University of Tuzla,
Faculty of Sciences and Mathematics,
Univerzitetska 4, 75 000 Tuzla,
Bosnia and Herzegovina
Email address: hidajeta1993@gmail.com

Received 16.9.2020
Revised 28.12.2020
Accepted 31.12.2020